
Lab 2: Empirical Risk and Simple Linear Regression
EECS 245, Fall 2025 at the University of Michigan
due by the end of your lab section on Wednesday, September 3rd, 2025

Name:

uniqname:

Each lab worksheet will contain several activities, some of which will involve writing code
and others that will involve writing math on paper. To receive credit for a lab, you must
complete all activities and show your lab TA by the end of the lab section.

While you must get checked off by your lab TA individually, we encourage you to form
groups with 1-2 other students to complete the activities together.

Activity 1: Relative Squared Loss
Suppose we’d like to find the optimal parameter, w∗, for the constant model h(xi) = w. To do so,
we use the following loss function, called the relative squared loss:

Lrsq(yi,h(xi)) =
(yi − h(xi))2

yi

a) What value of w minimizes the average loss (i.e. empirical risk) when using the relative
squared loss function – that is, what is w∗? Your answer should only be in terms of the vari-
ables n, y1, y2, . . . , yn, and any constants.

The next page is left blank for scratch work, in case you need more space.
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Lrsq(yi,w) =
(yi −w)2

yi
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b) Let C(y1, y2, ..., yn) be your minimizer w∗ from the previous part. That is, for a particular
dataset y1, y2, ..., yn, C(y1, y2, ..., yn) is the value of w that minimizes empirical risk for relative
squared loss on that dataset.

What is the value of lim
y4→∞

C(1, 3, 5, y4) in terms of C(1, 3, 5)? Your answer should involve the

function C and/or one or more constants.

Hint: To notice the pattern, evaluate C(1, 3, 5, 100), C(1, 3, 5, 10000), and C(1, 3, 5, 1000000).

c) What is the value of lim
y4→0

C(1, 3, 5, y4)? Again, your answer should involve the function C

and/or one or more constants.

d) Based on the results of the previous two parts, when is the prediction C(y1, y2, ..., yn) robust to
outliers? When is it not robust to outliers?
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Activity 2: Rapid Fire

Consider a dataset of n integers, y1, y2, . . . , yn, whose histogram is given below:

a) Which of the following is closest to the constant prediction w∗ that minimizes:

1

n

n

∑
i=1

{
0 yi = w

1 yi ̸= w

⃝ 1 ⃝ 5 ⃝ 6 ⃝ 7 ⃝ 11 ⃝ 15 ⃝ 30

b) Which of the following is closest to the constant prediction w∗ that minimizes:

1

n

n

∑
i=1

|yi −w|

⃝ 1 ⃝ 5 ⃝ 6 ⃝ 7 ⃝ 11 ⃝ 15 ⃝ 30

c) Which of the following is closest to the constant prediction w∗ that minimizes:

1

n

n

∑
i=1

(yi −w)2

⃝ 1 ⃝ 5 ⃝ 6 ⃝ 7 ⃝ 11 ⃝ 15 ⃝ 30

d) Which of the following is closest to the constant prediction w∗ that minimizes:

lim
p→∞

1

n

n

∑
i=1

|yi −w|p

⃝ 1 ⃝ 5 ⃝ 6 ⃝ 7 ⃝ 11 ⃝ 15 ⃝ 30
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Activity 3: Slope of Mean Absolute Error
Consider a dataset of 8 points, y1, y2, . . . , y8 that are in sorted order, i.e. y1 < y2 < . . . < y8.

Recall that mean absolute error, Rabs(w), is defined as:

Rabs(w) =
1

n

n

∑
i=1

|yi −w|

This is a piecewise linear function that changes slope at each data point. The slope of Rabs(w) at
any w that is not a data point is:

d
dw

Rabs(w) =
# left of w− # right of w

n

Suppose that y4 = 10, y5 = 14, y6 = 22, and Rabs(11) = 9. What is Rabs(22)?

Activity 4: Programming
Complete the tasks in the lab02.ipynb notebook, which you can either access through the DataHub
link on the course homepage or by pulling our GitHub repository. To receive credit for Activity 4,
you’ll need to submit your completed lab02.ipynb notebook to Gradescope and show your lab
TA that all test cases have passed. Instructions on how to do this are in the lab notebook.
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Activity 5: Visualizing Changes in the Data
The problems in this final activity will help you visualize how changes in the data affect the opti-
mal simple linear regression line. To recap, this is the line h(xi) = w0 +w1xi defined by:

w∗
1 = r

σy
σx

=
∑n

i=1(xi − x̄)(yi − ȳ)

∑n
i=1(xi − x̄)2

w∗
0 = ȳ−w∗

1x̄

r is the correlation coefficient between x and y, σx is the standard deviation of x, and σy is the
standard deviation of y.

Assume all data is in the first quadrant, i.e. all xi and yi are positive.

a) For the dataset shown below, how will the slope and intercept of the regression line change if
we move the red point in the direction of the arrow?

b) For the dataset shown below, how will the slope and intercept of the regression line change if
we move the red point in the direction of the arrow?
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c) Suppose we transform a dataset of (xi, yi) pairs by doubling each y-value, creating a trans-
formed dataset (xi, 2yi). How does the slope of the regression line fit to the transformed data
compare to the slope of the regression line fit to the original data? Can you prove your answer
from the formula for the slope of the regression line?

d) Suppose we transform a dataset of (xi, yi) pairs by doubling each x-value, creating a trans-
formed dataset (2xi, yi). How does the slope of the regression line fit to the transformed data
compare to the slope of the regression line fit to the original data? Can you prove your answer
from the formula for the slope of the regression line?
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e) Compare two different possible changes to the dataset shown below.

• Move the dashed point down c units.

• Move the solid point down c units.

Which move will change the slope of the regression line more? Why?
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