
Lecture 5 : Vectors and the Dot Product
-> Read 1

.
5
,
2
.
1
,
and 2 .2 !



Announcement - check pinned posts on Ed about

Homework 2 ! Chints/clarification)
-> I have office hours after lecture

① Recap/wrap up simple
linear regression
-

Ch . 1 . 4 Cadded some new
activities)

② What's next ? 3 Ch . 1 . 5 ,
Ch. 2 .

① Vectors (norm, addition, scalar multiplication]]
④ Dot Product 3 Sh

.
2 . 2



Recap intercept Wo ,

- chose
slope

W ,

that minimize errorsquared
mean

Rsq(Wo,wi) (yi - (wo + w ,xi)

I wi=- = r
w
.
"=y - w, x



both chosen tominimizeaed error

(I , j)
↓

j =
- ·



MSt of the best constant , i, is
variance

Rsq(w) = t (yi-w)

↑sug in w
*
=y

R(j)=o
:



Rsq(w)=t (yi -w)"



#ultiple inputs

z = w o
+ w ,
X +wa y

=wotW· departure home wmonth:G
71

"Multiple linear regression
model

birds
eya
-

I T day of plane !

departure

montha



R(Wo
,
w
,,wz) 2

= lyi- (Not w , departure +we d
-> need to findGRGR

and solve where all are O

-> there's a more efficient
&solution : linear algebra



Linear
algebra
Con.

2 .1)-
Vector : an

ordered list of numbers
3 components

E ↓

=(3)T
cont

*

"v and ware in

R three
"



VER"

~
"column vectors"



"Length" of a vector u = [?]
3 units right,
I unit up"

iletme ........

length =+1= No : Kill



"norm" "length" "magnitude"

VEIR"

-ll vll = vi+v +... + un



① Addition
27

n + V=lin I
"elementwise

34

= V + u "commutative



i = [i] = = [_4]
u+T

#
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---x
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① scalar multiplication
E-

24------eF vectori

: i

Scalar

u =[y
Come number)



Activity

Find & :

3(] +4 =[]
+ * =( )

-same



Linearcombinations" n =[]
+ a little bitof

"

~-
= 3(3) - 2 [-is]

= [5]+ [13]
= (5]



- 35+4 = [=3] +[2) = [E]

-=[3]#

:
I
can we

make

- Su , v ?

n = [i] t ↓
on using

v =(-&] - -3 + 48



[] is a linear combination of

I and 5'

-3 +4

General , , z, . . .

.,
va ERR & rectors,

- all are
A linear combination of these vectors a -dimensional
is

a Y + 92 +... + adva
&, , . . ., ad scalars


